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	A.  Identify what went well and why.

	· Most processes associated with cutting over beta seats went well due to the exceptional working relationship that exists between the government and contractor teams.

· Data migration has gone very well with minor exceptions.  This was due largely to extensive testing of the script and in corrections made after the 1st beta run.

· Upfront coordination and scheduling was reported as being smooth.  This was due primarily because communication was pretty good and coordination with the end-user took place to create the cutover schedule.

· Applications loaded during the 2nd beta run were as requested by the end-user.  This was due to problems identified on the 1st beta run and to the accuracy and flexibility of the “Albany database” tool used to track computer hardware and software changes since UTAM.

· One end-user on the 1st beta run has tested the OWA process for an NMCI user and reports no problems.

· One end-user reported that team members were professional and willing to explain processes.



	

	B.  Identify what could have been done better and how.

	· On the 1st beta run, one of the users had a RAS and OWA requirement that was not immediately available.  The on-site team had to get off-site assistance to get the proper configuration.  This took a few days – largely due to the holiday season.  It was not a major issue for the end-user.

· Applications required were not loaded on the 1st beta run.  This was corrected by pulling the applications from the “Albany database”.  The process will be corrected even further through a synchronization process between the “Albany database” and NMCI Enterprise Tool (NET).

· Data was missed on the 1st beta run due to some inaccuracy in the script.  These problems have been corrected.  The only data issue reported on the 2nd beta run involves the calendar data for one end-user.  The problem could be resolved to a greater degree through additional analysis and change to ensure that calendar data is captured as part of the process.

· Significant connection problems plagued on install on the 2nd beta run.  This problem turned out to be a missed LAN line that was not installed causing the cutover machine to be connected to the wrong port/service.

· One user on the 2nd beta run experienced significant application issues.  All MS Office products failed to run properly and the end-user was prompted to insert the CD-ROM to complete the installation.  This resulted in a re-run of the Radia process to reload applications for this user.

· One user reported that the script used by the on-site cutover team members was not accurate as it pertained to the loading of a PKI certification.  This process was quickly remedied by one of the IA support contractors.

· The RAS process is long, difficult and at this point has not successfully worked.

· Some concern exists that the cutover team possesses marginal technical skills.  Their inability to answer questions, resulted in them having to “go find someone who could answer the question”, which added frustration and extended the resolution process.

· Coordination processes to notify, schedule and follow up with the end-user successfully took place.  However, the question was posed, as “is everything ok”.  Service would be improved with more detailed/intelligent questions and perhaps the use of a script that asks the user to answer some specific questions about the cutover and polls the end-user for any input they have to improve the process as it moves forward.

· Nighttime rolls require the technicians to have the password of the end-user so cutover operations can take place.  This is expected to cause the user’s password to be changed to support the operation (since the end-user will not be present during the cutover itself).  In one case, the new password was incorrectly supplied to the end-user two times resulting in lock out conditions twice.  At this point, the centralized helpdesk was unable to unlock the account resulting in further delays until local support was available to unlock the user’s account.

· In one case, the end-user filled out the User & Asset Information Form (UAIF) and the form was rejected by the helpdesk because it was not the most current revision of the form.

· Users on the 1st beta run experience mail delivery problems on one day.  For that day, the mail appeared to go into a “black hole” and was never delivered. 

· Reach back to public folders is provided by dual Outlook profiles.  To view public folders, one must logon to the legacy Exchange server to view public folders.  Understanding of this condition and communication could have been better so users cut over understood the process for retrieving public folder data.

· An ability to connect to servers/shares on the legacy application server environment was not immediately available.  This problem was eventually resolved.  Understanding of this condition and communication could have been better so users cut over understood the process for connecting to legacy services.

· The migration process doesn’t copy .exe files.  This may be as planned.  The local script that copies data does pick up the .exe files

· A problem existed for a short period of time where .jpg files wouldn’t open in photo editor.  A ticket was created at the helpdesk and the problem was fixed.



	

	C.  Did anything go differently than expected?

	· While this is not necessarily different than what was expected, the change is worth mentioning for future uses.  For cutover users, their view of the Global Address List (GAL) is not as it was in the pre-cutover environment.  Names are viewed in the format <lastname>, <firstname> <billet> as opposed to the previous <lastname> <rank> <firstname>.  Additionally, the individual’s position is pulled from the billet field in the GAL.

· No surprise here, but its worth pointing out, legacy electronic mail is set to forward mail to the NMCI account.  When the email is a tasker (accept or decline), the email comes across as a plain email.  The function of accepting and adding to the calendar is not available with that message.  Solution is to get new email address published and have address books changed to reflect the new address.

· Reach back to public folders is provided by dual Outlook profiles.  To view public folders, one must logon to the legacy Exchange server to view public folders.

· Migration takes a considerable period of time.  This was well communicated in advance and one end-user reported that knowing this was helpful and that the rest of the migration process went as it should have.



	

	D.  What serious issues were encountered during the project and how were    they dealt with?

	· RAS issues will be serious for end-users that have a remote login requirement.  This can best be dealt with by smoothing out the connection process/procedure and through education and support for the end-user executing the dial up process.



	

	E.  What improvements would you recommend for similar projects in the future?

	· We are finding that the dynamic environment coupled with immature asset tracking processes and poor communication/enforcement of these processes makes tracking hardware and software changes in the post UTAM period time consuming and difficult.  The process of ensuring that NET contains the proper data is important and necessary for a smooth cutover.  Freezing the environment (hardware and software moves) may be the easiest way to reduce the work associated with keeping NET up to date.

· Changing orders in NET (to the point where they have been accepted by EDS in e-Marketplace) is a time consuming process.  Efforts to make NET accurate and up to date need to be taken as soon in the process as possible.

· Having a seat scheduling tool – such as the “Albany database” managed by Smartronix, is allowing this command to put extra emphasis on accuracy which will certainly increase end-user satisfaction and save the Corps significant money that may otherwise have been spent to rectify re-work associated with incorrect data.

· Communication with end-users remains a challenge for us here.  Intent to run articles and otherwise promote/publish NMCI news has not been as successful as we’d have hoped.  More importantly, the end-user has not been made aware of the local efforts taken, the how’s and why’s, to ensure that they are cutover as smoothly as possible.  Somehow keeping the end-user informed of the legacy application rationalization process would be beneficial.

· Leadership – especially that outside of the IT environment – has not been proactive enough and has underestimated the impact and workload associated with cutover to NMCI.  This may be due to a lack of information from the IT community, but represents another opportunity to enhance/improve the process.

· Scheduling and keeping track of what seat rolled, which ones didn’t and the resolution process to get a seat that is not ready to roll, ready to roll and back in the schedule is another detailed and challenging process.



	

	F.  What were the most valuable lessons learned?

	· Plan carefully.  

· Don’t underestimate the job of keeping NET accurate and up to date.

· Consider a seat-scheduling tool that tracks hardware and software changes in the post UTAM environment.

· Communication is the key to success (between government and contractors and between those involved with transition to NMCI and the end-users).



	


MCLC Lessons Learned 
Page 1
January 13, 2004

